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Abstract—In this paper we propose a named entity rec-
ognizer (NER) which we can train from partially annotated
data. As the natural language processing is getting to be
applied to diverse texts, there arise high demands for the NER
for new named entity (NE) definition in different domains.
For these special NE definitions, only a small annotated
corpus is available in the beginning, and a rapid and low-cost
development of an NER is needed in practice. To satisfy the
needs, we propose the use of partially annotated data, which
is a set of sentences in which only a limited number of words
are annotated with NE tags. Our NER method uses two-pass
search for sequential labeling of NE tags: (1) enumerate NE
tags with confidences for each word independently from the
tags for other words and (2) the best NE tag sequence search
referring to the tag-confidence pairs by CRFs. For the first-pass
module, our method uses partially annotated data to improve
the accuracy in the target domain. By this two-pass search
framework, our method is expected to incorporate tag sequence
statistics and to outperform state-of-the-art NERs based on a
sequence labeling while keeping the high domain adaptability.
We conducted several experiments comparing state-of-the-art
NERs in various scenarios. The results showed that our method
is effective both in the normal case and in adaptation cases.

Keywords-Partial annotation; Incomplete data; Named entity
recognition; Pointwise prediction; Sequence labeling; Recipe

I. INTRODUCTION

One of the important natural language processing (NLP)

is to recognize spans of words in a text corresponding to

the real world and classify them into one of the classes

defined in advance. In newspaper articles, which were the

main target of NLP for long time, the classes are person

names, company names, amount of money, etc. as defined

in [1]. In the researches they are called named entities (NEs)

and the task of automatically recognizing them is called the

NE recognition (NER). NERs are useful for information

retrieval from newspaper articles, question and answering

about the world knowledge, and others. The NER task can

be considered as a sequence labeling and tried many methods

such as hidden markov model, conditional markov model,

support vector machine (SVM) with dynamic programming

(DP), conditional random fields (CRFs), etc. [2] [3] [4].

As the NLP is getting to be used more and more widely,

the NER is applied to various texts in many languages. In

addition, NLP users started to notice that task dependent

definitions of NEs are useful for a special purpose instead

of the general definition. Famous one is medical NE [5].

Obviously body part names, disease names, and protein

names are important for information retrieval or text mining

in medical texts. Nowadays there are many applications of

NLP. For the reputation analysis of a company it is important

to distinguish the product names of the company from

those of its competitors. For recipe search it is important

to recognize food name correctly in a certain context. For

example, a recipe entitled “hamburger of steak house” is not

a steak recipe. So we want to figure out that “steak” in this

context is not a food. For these special NE definitions in the

beginning only a small annotated corpus is available and a

rapid and low cost development of an NER is called for.

In this background we propose an NER which we can

train from partially annotated data. In NER case partially

annotated data is a set of sentences in which only some

words are annotated with NE tags and others are not. In

practical cases they may be new NEs not appearing in a

small fully annotated data. Our method is composed of two

modules: (1) Enumerate NE tag with confidence for each

word independently from the tags for other words and (2)

NE tag sequence search referring to the tag-confidence pairs.

We conducted several experiments comparing state-of-the-

art NERs in various scenarios. The results showed that our

method is effective both in the normal case and in adaptation

cases.

II. RELATED WORK

The task we solve in this paper is NER. NER is a sequence

labeling problem and many solutions have been proposed

[2], [6, inter alia]. To our best knowledge one of the state-

of-the-art methods is based on CRFs [7]. In this method

first they convert the training corpus annotated with NE tags

into so-called extended BIO system. B, I, and O stand for

begin, intermediate, and other, respectively. Let us assume

that there are NE types T1, T2, . . . , TJ , they annotate a

word sequence w1, w2, . . . , wn of an NE of type Tj as

w1/Tj-B, w2/Tj-I, · · · , wn/Tj-I and a word not included in

any NE as w/O. In the BIO system, there are 2J+1 tags and
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a word is annotated with one of them. The problem is similar

to POS tagging which assign a grammatical category tag to

each word, but in NER there are constraints on tag sequence.

For example, (wi/O, wi+1/Tj-I), (wi/Tj-B, wi+1/Tk-I) and

(wi/Tj-I, wi+1/Tk-I) (j �= k), are illegal and we cannot

interpret them. The NER based on CRFs automatically

captures these constraints and outputs a legal sequence for

an input word sequence. Some researches use a pointwise

(PW) classifier such as a SVM or a logistic regression

(LR) combined with a tag sequence search module based

on dynamic programing (DP) .

These NERs based on SVM+DP or LR+DP has an

advantage that they can use a partially annotate data for

training, in which only some words are annotated with BIO

tags and many other words are not. This advantage is very

beneficial especially in resource-poor situations such as NER

for a new NE definition or a new language. As it is well

known, the coverage has a strong relationship with the NER

accuracy. And the trainability from partial annotations allows

annotators to focus on new NEs or an active learning [8]

[9] [10] [11] [12] to select annotation unit smaller than

a sentence. These methods help us to build an NER for

shorter time and lower cost. This advantage may also allow

researchers to try to devise an NER method for using natural

annotations like HTML tags in Wikipedia, which is a hot

topic in the word segmentation research recently [13] [14].

Our method extends these pointwise NERs with a reranker

based on CRFs. Our BIO tag sequence search is more

accurate than DP, so our method is expected to be better

than the pointwise NERs without losing their advantage,

trainability from partially annotate data.

As the input of our NER we assume a word sequence

but not tagged with a part-of-speech (POS) tag. So when

we apply our method to languages without obvious word

boundary we need a word segmenter [15] [16]. The reason

why we do not assume POS tagger results is that some

research has reported a severe degradation in the POS tagger

accuracy on texts in a new domain [17]. By assuming a word

sequence as the input, we can skip an adaptation of a POS

tagger to the target domain. As a result we can avoid that

an entire NLP system including our NER loses its domain

adaptability in real use.

The domain in which we test our NER in the experiment

is cooking recipe. In the past the main target of NLP was

newspaper articles but nowadays NLP is used in various

texts. For example, a special definition of NE for medical

texts has been defined and medical NER had a great success

[18] [5]. Our application, recipe texts, is one of the user

generated contents and have many potential applications

ranging from researches to real uses: recipe search [19],

recipe summarization [20], cooking help system [21], pro-

cedural text understanding [22] [23], computer vision [24],

[25], cooking robot [26], etc. The recipe NER has not been

as mature as the medical NER and only small training data

Table I
R-NE TAGS.

r-NE tag Meaning

F Food
T Tool
D Duration
Q Quantity
Ac Action by the chef
Af Action by foods
Sf State of foods
St State of tools

is available. So it is a good test bet for an NER trainable

from various types of training data, which is important in

resource-poor domain and/or language. The NER method

which we propose in this paper is not limited to this domain

but is applicable to others.

III. RECIPE NAMED ENTITY

The test data we use in the experiment is named entity

specially defined for recipe texts (r-NE) [28]. Their structure

is the same as the general NE [1]. An r-NE is a span of one

or more words without overlap. No NE boundary occurs in

the middle of a word. So a word in a sentence belongs to at

most one r-NE. An r-NE has one type label listed in Table I.

So we can say that only the type definition is different from

the general NE. The types for the general NE are designed

to be useful for information retrieval from the newspaper

articles. Contrary r-NE types are useful to recognize actions,

objects, and their status in the recipe texts. They are impor-

tant for recipe text search [19], its understanding [26], and

symbol grounding for cooking videos [24], [25]. Similar to

NER for the general NE, NER for r-NE can be formalized

as a sequence labeling problem and many solutions for the

general NE [2], [6, inter alia] are applicable.

The reason why we use r-NE instead of the general NE

is that we want to solve a practical problem, in which

some NLP application is under development and we want

to increase the NER accuracy in a resource-poor situation.

Our NER method is, however, applicable to the general NE

and other NE such as medical NE etc.

IV. 2-STEP NAMED ENTITY RECOGNITION

The NER method which we propose in this paper is

composed of two modules:

1) Enumerate BIO tag with confidence for each word

independently from the tags for other words,

2) BIO tag sequence search referring to the tag-

confidence pairs.

The procedure is similar to a POS tagger trainable from

partially annotated sentences [27]. In NER, however, the

second process is necessary to output a consistent tag

seqquence. In this section we explain these one by one.
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Table II
FEATURE SET OF THE LR.

Type Feature templates

Character x−1, x+1,
n-gram x−2x−1, x−1x+1, x+1x+2

x−2x−1x+1, x−1x+1x+2

Character c(x−1), c(x+1),
type n-gram c(x−2)c(x−1), c(x−1)c(x+1), c(x+1)c(x+2),

c(x−3)c(x−2)c(x−1), c(x−2)c(x−1)c(x+1),
c(x−1)c(x+1)c(x+2), c(x+1)c(x+2)c(x+3)

A. Tag-confidence Pair Enumeration
Given an input word sequence, the first module provides

pairs of a tag and its confidence for each word to the second

module. In order to make this module trainable from par-

tially annotated data, we propose to use a pointwise classifier

which refers, as features, only to the information contained

in the input word sequence but not to the estimation results

(so-called dynamic features).
As it is clear from the above design, this module is

trainable from partially annotated data, because we can just

use only the annotated words and its context as the training

data. The following example:

ex.) Sprinkle black/F-B pepper/F-I and salt,

where only two words are annotated with BIO tags, is

converted into the training data as follows:

left context word right context tag

〈BOS〉 Sprinkle black pepper –

〈BOS〉 Sprinkle black pepper and F-B

Sprinkle black pepper and salt F-I

black pepper and salt 〈EOS〉 –

pepper and salt 〈EOS〉 –

We train a pointwise classifier such as SVM or LR [29],

which estimate the tag for a word.
At runtime, different from the normal classification task,

the classifier enumerates all the possible tags and their

confidence. As the confidence we can use the margin from

the separation hyper-plain in the SVM case or probability

in the LR case. In this paper we use an LR as the classifier

and the confidence si,j for each tag tj for a word wi in the

context of x−, wi,x
+ is calculated as follows:

si,j = PLR(tj |x−, wi,x
+).

The features are listed in Table II. c(·) is a function, which

maps the character type of a word or a character (Chi-

nese character, hiragana, Arabic number, etc.). So we have

(〈t1, si,1〉, 〈t2, si,2〉, · · · , 〈t2J+1, si,2J+1〉), where 2J + 1 is

the size of the BIO tag set and si,j is the confidence of BIO

tag tj for word wi.

B. Search for the Best Sequence
The second module is to search the best tag sequence

given a word sequence annotated with tag-confidence pairs

provided by the first module.

Table III
FEATURE SET OF THE CRFS.

Type Feature templates

Word n-gram w−1, w+1,
w−2w−1, w−1w+1, w+1w+2

Word type n-gram c(w−1), c(w+1),
c(w−2)c(w−1), c(w−1)c(w+1),
c(w+1)c(w+2),
c(w−2)c(w−1)c(w+1),
c(w−1)c(w+1)c(w+2)

Tag-confidence pair 〈t1, si,1〉, 〈t2, si,2〉, · · · , 〈t2J+1, si,2J+1〉
(LR+CRF only)

w
PLR(t|w) Sprinkle black pepper and salt

F-B 0.00 0.40 0.37 0.00 0.80
F-I 0.00 0.10 0.63 0.00 0.20

Ac-B 0.99 0.00 0.00 0.00 0.00

t Ac-I 0.01 0.00 0.00 0.00 0.00

T-B 0.00 0.50 0.00 0.00 0.00
...

...
...

...
...

...

O 0.00 0.00 0.00 1.00 0.00

Figure 1. DP search for the most likely tag sequence.

1) DP Search: We can use a DP search to select the most

likely tag sequence, where the likelihood can be defined the

product of the probabilities as follows:

t̂
m

1 = argmax
t1, t2, ..., tm

m∏

j=1

si,j .

Figure 1 illustrates this DP search. The numbers in the bold

face indicate the selected node. In the search, we take the

constraints on the BIO tag sequence into consideration. For

example, as shown in Figure 1, “black/T-B pepper/F-I” is

illegal. This is one of the baselines and we test this in the

experiments.
2) Sequence Labeling: Instead of the naive DP search,

we propose to use a sequence labeling to search for the best

sequence. By using a sequence labeling based on machine

learning techniques we can take more context information

into consideration such as tag sequence tendency for a

certain word sequence, etc.

The input of this module at runtime is a word sequence

annotated with tag-confidence pairs provided by the first

module. Since at runtime the word sequence in focus is new

for the first module, we have to emulate this situation at

the training time of the second module for the model to

be effective for new texts. Thus we execute the following

procedures:

(i) Divide the training corpus into N parts of equal size,

(ii) Build the i-th pointwise classifier from N −1 parts of

training corpus excluding the i-th part, and

(iii) Enumerate all the BIO tags with their confidence for

each word in the i-th part by using the i-th pointwise
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Estimate tag-confidence pairs
by pointwise classifier (2nd+3rd)

Estimate tag-confidence pairs
by pointwise classifier (1st+3rd)

Estimate tag-confidence pairs
by pointwise classifier (1st+2nd)

1st 1/3 sub-corpus 2nd 1/3 sub-corpus 3rd 1/3 sub-corpus

Training corpus (word/BIO full annotation and partial annotation)

1st 1/3 sub-corpus
with tag-confidence pairs

Te
st

BIO-tagging by
sequence labeling
(1st + 2nd + 3rd)

Train

2nd 1/3 sub-corpus
with tag-confidence pairs

3rd 1/3 sub-corpus
with tag-confidence pairs

Train

Test corpus
Test

Figure 2. Procedure for generating the training corpora for BIO tagging by the sequence labeling (N = 3).

classifier.

Figure 2 shows these procedures. As a result we can annotate

the words in the training corpus with tag-confidence pairs

(〈t1, si,1〉, 〈t2, si,2〉, · · · , 〈t2J+1, si,2J+1〉) estimated by a

pointwise classifier built from training data not containing

the words in focus1. That is to say, we can successfully

emulate the runtime situation.

Now we are ready to train the second module. This part

is formulated as a sequence labeling. The training data is a

set of word sequences annotated with tag-confidence pairs

provided by the first module. The training data is similar

to Figure 1 except that the correct tags for each word (label

sequence) are attached in addition. As the sequence labeling

we use CRFs [7], but we can use any other sequence labeling

methods such as structured SVM [31]. Table III lists the

features referred to by the second module. Note that in many

NER researches POSs of the word in focus or in the context

are also referred to as features, but we do not do it to keep

the domain adaptability of our method in the entire system as

we stated in Section II. If we assumed the POS as the input,

we would have to spend time and cost to adapt a POS tagger

to the target domain in order to build a practically valuable

NER system.

1We can also use so-called leaving-one-out technique [30], but it is
computationally too costly because we have to build as many models as
the number of words in the training data.

Table IV
CORPUS SPECIFICATION.

Usage #recipes #sentences #r-NEs #words #characters
Train 386 2,946 17,243 54,470 82,393
Test 50 371 1,996 6,072 9,167

(Total) 436 3,317 19,239 60,542 91,560

Table V
EXPERIMENTAL SETTINGS ABOUT TRAINING CORPUS.

training corpus set #sentences #r-NEs #BIO tags
1/2 FULL 1,473 8,543 27,119
1/2 FULL + 1/2 PART 2,946 10,810 31,770
1/1 FULL 2,946 17,243 54,470

V. EVALUATION

As evaluations of our NER, we measured the accuracies

of our NER and other methods under various settings. In

this section we present the results and evaluate our NER.

A. Experimental Settings

The domain in the experiments below is cooking recipe.

The NE definition is described in Section III which is

different from the general one for newspaper articles [1].

So we test our method mainly in a relatively resource-

poor situation. The corpus we used is procedural text sen-

tences fully annotated with r-NE [28]. Table IV shows the
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Table VI
RESULT:1/2 FULL ANNOTAION CORPUS.

method BIO Accu. Precision Recall F-measure
CRF 0.8949 0.8491 0.8372 0.8438
LR 0.8930 0.8441 0.8407 0.8424
LR+DP 0.8951 0.8397 0.8477 0.8437
LR+CRF (proposed) 0.8989 0.8591 0.8402 0.8495

specifications of the corpus. We see in this paper that the

number of sentences, 2,946 + 371, is much smaller than the

corpus annotated with general domain NE (normally more

than 10,000 sentences). In addition the sentences tend to

be much shorter than newspaper articles, thus the number

of annotated NE instances is much smaller that the general

NER case. For a detailed description about the NE definition

and the corpus the readers may refer to [28].

In the experiments we divided the training data into

two parts in order to test our NER and others simulating

resource-poor situations, or the beginning of a project which

NLP is applied to. The concrete settings are as follows:

• 1/2 FULL: The first half of training data is available as

fully annotated corpus,

• 1/2 FULL + 1/2 PART: In addition to the first half, the

second half is available as a partially annotated corpus,

• 1/1 FULL: The entire training data is available as fully

annotated corpus, that is the training data size is twice

as large as the 1/2 FULL case.

Table V shows the numbers of r-NEs and those of BIO

tags in the above settings. In the partially annotated corpus,

1/2 PART, we emulated the situation where new r-NEs not

contained in 1/2 FULL are annotated three times (if the

frequency is less than 3, that number of times).

The methods we compared are as follows:

• CRF: Sequence labeling by conditional random fields

trainable from partially annotated data [32],

• LR: Pointwise classification by a logistic regression

[29] without DP search,

• LR + DP: LR with DP search,

• LR + CRF: LR with the best tag sequence search

by conditional random fields trained from the fully

annotate data only (proposed method; see Section IV).

In LR + CRF, we divided the fully annotate training into

3 to create the corpus containing sentences of words with

tag-confidence pairs (see Section IV-B and Figure 2).

As the implementation of CRFs which we can train from

partially annotated data [32] we used partial-crfsuite toolkit 2

[14]. As an LR classifier we adopt KyTea toolkit3 [16]. Table

III and II show the feature sets of CRF and LR, respectively,

respectively. The 2nd module of LR + CRF uses the tag-

confidence pairs as features in addition.

2https://github.com/ExpResults/partial-crfsuite
3http://www.phontron.com/kytea/

Table VII
RESULT: 1/2 FULL AND 1/2 PARTIAL ANNOTAION CORPUS.

method BIO Accu. Precision Recall F-measure
CRF 0.8990 0.8612 0.8452 0.8531
LR 0.8995 0.8559 0.8452 0.8505
LR+DP 0.9012 0.8539 0.8552 0.8546
LR+CRF (proposed) 0.9112 0.8773 0.8632 0.8702

Table VIII
RESULT: 1/1 FULL ANNOTAION CORPUS.

method BIO Accu. Precision Recall F-measure
CRF 0.9065 0.8759 0.8627 0.8693
LR 0.9056 0.8713 0.8582 0.8647
LR+DP 0.9069 0.8696 0.8652 0.8674
LR+CRF (proposed) 0.9157 0.8853 0.8742 0.8798

B. Evaluation Criterion

We adopt two criteria. The first one is the tag accuracy,

the percentage of the BIO tags correctly estimated by the

NER system. The second is F-measure, which is the standard

criterion for the NER task. The F-measure is the harmonic

mean of precision and recall. Let Nsys, Nref , and Nint be

the number of the estimated NEs, the gold standard NEs, and

their intersection, respectively. Then precision = Nint/Nsys,

recall = Nint/Nref , and F-measure = 2Nint/(Nref+Nsys),
the harmonic mean of them.

C. Evaluation

We compared our method LR + CRF with three methods:

CRF, LR, and LR + DP under three settings, 1/2 FULL,

1/2 FULL + 1/2 PART, and 1/1 FULL. Table VI, VII, and

VIII show the results. And Figure 3 shows the F-measures

of the same results in graph form. As we see in Figure 3, the

proposed method, LR + CRF, outperforms the other three

methods, CRF, LR, and LR + DP) in all the cases. Below

we discuss the results in detail.

When a large full annotation corpus is available, that is the

case of Table VIII, CRF is better than LR, and LR + DP.

This is the reason why CRF is used as the state-of-the-art

method for NER task in recent researches [33]. However,

in case where the size of the full annotation corpus is

small (Table VI) or a partially annotated corpus is available

additionally (Table VII), LR + DP is better than CRF. LR +
DP is simple and not so bad because the machine learning

part is pointwise, not sequence labeling, thus its training

time is much shorter than CRF especially when a partially

annotated corpus is available. As we see in the paper [32],

training CRF from a partially annotated corpus requires a

number of iterations calculating the expected values of the

possible tags for each words without annotation and the time

needed for training tends to be long. Contrary LR is based

on a pointwise classifier and we can train it for short time

just by using the annotated words [34]. Thus we can say

that in the beginning of an NE tagging project with a new
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Figure 3. NER accuracies.

NE definition, LR + DP is suitable allowing frequent model

updates especially when use an active learning technique [8]

[16].

In real situations, we want to maximize the accuracy for

a certain annotation cost. As we have pointed out, it is good

to concentrate annotation work on informative words. One

simple strategy is to annotate new r-NEs for a few times to

increase the coverage. 1/2 FULL + 1/2 PART represents this

situation, where new r-NEs are annotated at most for three

times4. As we have pointed out above, our method, LR +
CRF, is the best in this case as well. The important point is,

however, the differences in F-measure between LR + CRF
and the others are very large in this case (see Figure 3). This

result indicates that our method is effective for constructing

an NE recognizer in real situations. Surprisingly Figure 3

clearly shows that LR + CRF trained from 1/2 FULL + 1/2

PART is better than the others trained from 1/1 FULL. As

shown in Table V, the number of additional r-NE annotations

for 1/2 FULL + 1/2 PART from 1/2 FULL (2,267 = 10,810

- 8,543) is around a quarter of 1/1 FULL from 1/2 FULL

(8,700 = 17,243 - 8,543). So we can say that with LR + CRF
we need less annotation work to achieve a higher accuracy.

In addition the time needed for training LR + CRF from

a partially annotated corpus is as short as LR and LR +
DP, and much shorter than CRF, because we only need to

update the first part, the pointwise classifier which is the

same as those in LR and LR + DP. Therefore we can say

that after development of a small fully annotated corpus it

is a good strategy to annotate new NEs providing a partially

annotated corpus and to use our method, LR + CRF, which

4This is a simulation and does not include real annotation work. An
experiment with the real annotation time is a future work.

is trained from that partially annotated corpus.

VI. CONCLUSION

In this paper we have proposed a method for recogniz-

ing named entities. Our method is trainable from partially

annotated data and we have experimentally shown that our

method is better than extisting ones in both the situations

where only fully annotated data is available and where

partially annotated data is additionally available. Thus our

method is useful not only for the normal setting but also for

resource-poor domains and/or languages.
An interesting research direction is to try to improve NER

by using partially annotated texts converted from wikipedia

or other hyper texts. Active learning is another good research

direction. Our method allows more flexible units to be

annotated selection to make active learning more effective.
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